
Single Layer Perceptron (SLP)

Prepared by Iman Hussein



Preview

➢ Perceptron 

➢Learning Algorithm: Training Perceptron

➢ Perceptron Learning Algorithm

2



3

Perceptron

➢ A single layer perceptron (SLP) is a feed-forward network

based on a threshold transfer function. SLP is the simplest

type of artificial neural networks and can only classify

linearly separable cases with a binary target (1, 0).
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➢ The single layer perceptron does not have a prior

knowledge, so the initial weights are assigned randomly.

SLP sums all the weighted inputs and if the sum is above

the threshold (some predetermined value), SLP is said to

be activated (output=1).



Learning Algorithm: 

Training Perceptron
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Question

Question for discussion in the next lecture
Q: In phase training of Perceptron, it is a supervised learning algorithm, where weights are 

adjusted to minimize error when ever the output does not match the desired output. 

Prove the following phrase “If the output is 0 but should have been 1 then the weights 

are increased on the active input link”.

Q1:

Explain in detail the steps of Perceptron Learning Algorithm.

Q2 :
Choose the an Architectural type suitable for the perceptron network ?

a- Single Layer Feed-forward Network

b- Multi Layer Feed-forward Network

c- Recurrent Network




