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2-1 _Integrated Circuits

Digital circuits are constructed with integrated circuits. An integrated circuit
(abbreviated IC) is a small silicon semiconductor crystal, called a chip, contain-
ing the electronic components for the digital gates. The various gates are
interconnected inside the chip to form the required circuit. The chip is mounted
in a ceramic or plastic container, and connections are welded by thin gold wires
to external pins to form the integrated circuit. The number of pins may range
from 14 in a small IC package to 100 or more in a larger package. Each IC has
a numeric designation printed on the surface of the package for identification.
Each vendor publishes a data book or catalog that contains the exact descrip-
tion and all the necessary information about the ICs that it manufactures.

As the technology of ICs has improved, the number of gates that can be
put in a single chip has increased considerably. The differentiation between
those chips that have a few internal gates and those having hundreds or
thousands of gates is made by a customary reference to a package as being
either a small-, medium-, or large-scale integration device.

Small-scale integration (SSI) devices contain several independent gates in
a single package. The inputs and outputs of the gates are connected directly
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to the pins in the package. The number of gates is usually less than 10 and is
limited by the number of pins available in the IC.

Medium-scale integration (MSI) devices have a complexity of approximately
10 to 200 gates in a single package. They usually perform specific elementary
digital functions such as decoders, adders, and registers.

Large-scale integration (LSI) devices contain between 200 and a few thou-
sand gates in a single package. They include digital systems, such as proces-
sors, memory chips, and programmable modules.

Very-large-scale integration (VLSI) devices contain thousands of gates
within a single package. Examples are large memory arrays and complex
microcomputer chips. Because of their small size and low cost, VLSI devices
have revolutionized the computer system design technology, giving designers
the capability to create structures that previously were not economical.

Digital integrated circuits are classified not only by their logic operation
but also by the specific circuit technology to which they belong. The circuit
technology is referred to as a digital logic family. Each logic family has its own
basic electronic circuit upon which more complex digital circuits and functions
are developed. The basic circuit in each technology is either a NAND, a NOR,
or an inverter gate. The electronic components that are employed in the
construction of the basic circuit are usually used for the name of the technol-
ogy. Many different logic families of integrated circuits have been introduced
commercially. The following are the most popular.

TTL Transistor-transistor logic

ECL Emitter-coupled logic

MOs Metal-oxide semiconductor

CMOS Complementary metal-oxide semiconductor

TTL is a widespread logic family that has been in operation for many
years and is considered as standard. ECL has an advantage in systems requir-
ing high-speed operation. MOS is suitable for circuits that need high compo-
nent density, and CMOS is preferable in systems requiring low power
consumption.

The transistor-transistor logic family was an evolution of a previous
technology that used diodes and transistors for the basic NAND gate. This
technology was called DTL, for “’diode-transistor logic.” Later the diodes were
replaced by transistors to improve the circuit operation and the name of the
logic family was changed to “transistor-transistor logic.” This is the reason for
mentioning the word “transistor”” twice. There are several variations of the TTL
family besides the standard TTL, such as high-speed TTL, low-power TTL,
Schottky TTL, low-power Schottky TTL, and advanced Schottky TTL. The
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power supply voltage for TTL circuits is 5 volts, and the two logic levels are
approximately 0 and 3.5 volts.

The emitter-coupled logic (ECL) family provides the highest-speed digital
circuits in integrated form. ECL is used in systems such as supercomputers and
signal processors where high speed is essential. The transistors in ECL gates
operate in a nonsaturated state, a condition that allows the achievement of
propagation delays of 1 to 2 nanoseconds.

The metal-oxide semiconductor (MOS) is a unipolar transistor that
depends on the flow of only one type of carrier, which may be electrons
(n-channel) or holes (p-channel). This is in contrast to the bipolar transistor
used in TTL and ECL gates, where both carriers exist during normal operation.
A p-channel MOS is referred to as PMOS and an n-channel as NMOS. NMOS
is the one that is commonly used in circuits with only one type of MOS
transistor. The complementary MOS (CMOS) technology uses PMOS and
NMOS transistors connected in a complementary fashion in all circuits. The
most important advantages of CMOS over bipolar are the high packing density
of circuits, a simpler processing technique during fabrication, and a more
economical operation because of low power consumption.

Because of their many advantages, integrated circuits are used exclu-
sively to provide various digital components needed in the design of computer
systems. To understand the organization and design of digital computers it is
very important to be familiar with the various components encountered in
integrated circuits. For this reason, the most basic components are introduced
in this chapter with an explanation of their logical properties. These compo-
nents provide a catalog of elementary digital functional units commonly used
as basic building blocks in the design of digital computers.

2-2 Decoders

Discrete quantities of information are represented in digital computers with
binary codes. A binary code of n bits is capable of representing up to 2" distinct
elements of the coded information. A decoder is a combinational circuit that
converts binary information from the n coded inputs to a maximum of 2*
unique outputs. If the n-bit coded information has unused bit combinations,
the decoder may have less than 2" outputs.

The decoders presented in this section are called n-to-m-line decoders,
wherem =< 2". Their purpose is to generate the 2" (or fewer) binary combina-
tions of the n input variables. A decoder has n inputs and m outputs and is also
referred to as an n X m decoder.

The logic diagram of a 3-to-8-line decoder is shown in Fig. 2-1. The three
data inputs, Ao, A;, and A, are decoded into eight outputs, each output
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Figure 2-1 3-to-8-line decoder.

representing one of the combinations of the three binary input variables. The
three inverters provide the complement of the inputs, and each of the eight
AND gates generates one of the binary combination. A particular application
of this decoder is a binary-to-octal conversion. The input variables represent
abinary number and the outputs represent the eight digits of the octal number
system. However, a 3-to-8-line decoder can be used for decoding any 3-bit code
to provide eight outputs, one for each combination of the binary code.
Commercial decoders include one or more enable inputs to control the
operation of the circuit. The decoder of Fig. 2-1 has one enable input, E. The
decoder is enabled when E is equal to 1 and disabled when E is equal to 0.
The operation of the decoder can be clarified using the truth table listed
in Table 2-1. When the enable input E is equal to 0, all the outputs are equal
to 0 regardless of the values of the other three data inputs. The three X’s in
the table designate don’t-care conditions. When the enable input is equal to
1, the decoder operates in a normal fashion. For each possible input combina-
tion, there are seven outputs that are equal to 0 and only one that is equal to
1. The output variable whose value is equal to 1 represents the octal number
equivalent of the binary number that is available in the input data lines.
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Enable Inputs Outputs
E A A A D Dié Ds Dy Di D. Di Do
0 X X X 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 1
1 0 0 1 0 0 0 0 0 0 1 0
1 0 1 0 0 0 0 0 0 1 0 0
1 0 1 1 0 0 0 0 1 0 0 0
1 1 0 0 0 0 0 1 0 0 0 0
1 1 0 1 0 0 1 0 0 0 0 0
1 1 1 (1] 0 1 0 0 0 0 (1] 0
1 1 1 1 1 0 0 0 0 0 0 0
NAND Gate Decoder

Some decoders are constructed with NAND instead of AND gates. Since a
NAND gate produces the AND operation with an inverted output, it becomes
more economical to generate the decoder outputs in their complement form.
A 2-to-4-line decoder with an enable input constructed with NAND gates is
shown in Fig. 2-2. The circuit operates with complemented outputs and a
complemented enable input E. The decoder is enabled when E is equal to 0.
As indicated by the truth table, only one output is equal to 0 at any given time;
the other three outputs are equal to 1. The output whose value is equal to 0
represents the equivalent binary number in inputs A, and A,. The circuit is
disabled when E is equal to 1, regardless of the values of the other two inputs.

Ao

Ay

Figure 2-2  2-to-4-line decoder with NAND gates.
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(b) Truth table
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When the circuit is disabled, none of the outputs are selected and all outputs
are equal to 1. In general, a decoder may operate with complemented or
uncomplemented outputs. The enable input may be activated with a 0 or with
a 1 signal level. Some decoders have two or more enable inputs that must
satisfy a given logic condition in order to enable the circuit.

Decoder Expansion
There are occasions when a certain-size decoder is needed but only smaller
sizes are available. When this occurs it is possible to combine two or more
decoders with enable inputs to form a larger decoder. Thus if a 6-to-64-line
decoder is needed, it is possible to construct it with four 4-to-16-line decoders.
Figure 2-3 shows how decoders with enable inputs can be connected to
form a larger decoder. Two 2-to-4-line decoders are combined to achieve a
3-to-8-line decoder. The two least significant bits of the input are connected to
both decoders. The most significant bit is connected to the enable input of one
decoder and through an inverter to the enable input of the other decoder. It
is assumed that each decoder is enabled when its E input is equal to 1. When
Eisequal to 0, the decoder is disabled and all its outputs are in the 0level. When
A, = 0, the upper decoder is enabled and the lower is disabled. The lower
decoder outputs become inactive with all outputs at 0. The outputs of the upper
decoder generate outputs D, through D;, depending on the values of A, and
Ay (while A, = 0). When A, = 1, the lower decoder is enabled and the upper
is disabled. The lower decoder output generates the binary equivalent D,
through D; since these binary numbers have a 1 in the A, position.

Figure 2-3 A 3 X 8 decoder constructed with two 2 X 4 decoders.
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The example demonstrates the usefulness of the enable input in decoders
or any other combinational logic component. Enable inputs are a convenient
feature for interconnecting two or more circuits for the purpose of expand-
ing the digital component into a similar function but with more inputs and
outputs.

Encoders

An encoder is a digital circuit that performs the inverse operation of a decoder.
An encoder has 2" (or less) input lines and n output lines. The output lines
generate the binary code corresponding to the input value. An example of an
encoder is the octal-to-binary encoder, whose truth table is given in Table 2-2.
It has eight inputs, one for each of the octal digits, and three outputs that
generate the corresponding binary number. It is assumed that only one input
has a value of 1 at any given time; otherwise, the circuit has no meaning.

TABLE 2-2 Truth Table for Octal-to-Binary Encoder

Inputs Outputs

D, D¢ Ds Di D3 D Di Do A A A
0 0 0 0 0 0 0 1 0 0 0

(1] (1] 0 0 0 0 1 0 0 0 1

0 0 0 0 0 1 0 0 0 1 0

0 0 0 0 1 0 0 0 0 1 1

0 0 0 1 0 0 0 0 1 0 0

0 0 1 0 0 0 0 0 1 0 1

0 1 0 0 0 0 0 0 1 1 0

1 0 0 0 0 0 0 0 1 1 1

The encoder can be implemented with OR gates whose inputs are deter-
mined directly from the truth table. Output 4y = 1 if the input octal digit is 1
or 3 or 5 or 7. Similar conditions apply for the other two outputs. These
conditions can be expressed by the following Boolean functions:

Ay=Dy+Dy+Ds + D,
A =D, + Dy + Ds + D,
A, =Dy + Ds + D + D,

The encoder can be implemented with three OR gates.
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2-3 Multiplexers

A multiplexer is a combinational circuit that receives binary information from
one of 2" input data lines and directs it to a single output line. The selec-
tion of a particular input data line for the output is determined by a set of
selection inputs. A 2"-to-1 multiplexer has 2" input data lines and n input
selection lines whose bit combinations determine which input data are selected
for the output.

A 4to-1-line multiplexer is shown in Fig. 2-4. Each of the four data inputs
I, through I is applied to one input of an AND gate. The two selection inputs
S;and S, are decoded to select a particular AND gate. The outputs of the AND
gates are applied to a single OR gate to provide the single output. To demon-
strate the circuit operation, consider the case when S,S, = 10. The AND gate
associated with input I, has two of its inputs equal to 1. The third input of the
gate is connected to I,. The other three AND gates have at least one input equal
to 0, which makes their outputs equal to 0. The OR gate output is now equal
to the value of I, thus providing a path from the selected input to the output.

The 4-to-1 line multiplexer of Fig. 2-4 has six inputs and one output. A
truth table describing the circuit needs 64 rows since six input variables can
have 2° binary combinations. This is an excessively long table and will not be
shown here. A more convenient way to describe the operation of multiplexers
is by means of a function table. The function table for the multiplexer is shown
in Table 2-3. The table demonstrates the relationship between the four data
inputs and the single output as a function of the selection inputs S; and S,.

Figure 2-4 4-to-1-line multiplexer.
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When the selection inputs are equal to 00, output Y is equal to input I, When
the selection inputs are equal to 01, input I, has a path to output Y, and similarly
for the other two combinations. The multiplexer is also called a data selector,
since it selects one of many data inputs and steers the binary information to
the output.

TABLE 2-3 Function Table for 4-to-1-Line Multiplexer

Select Output

S Se Y
0 0 Iy
0 1 I
1 (1] I
1 1 I

The AND gates and inverters in the multiplexer resemble a decoder
circuit, and indeed they decode the input selection lines. In general, a 2"-to-1-
line multiplexer is constructed from an n-to-2" decoder by adding to it 2" input
lines, one from each data input. The size of the multiplexer is specified by the
number 2" of its data inputs and the single output. It is then implied that it also
contains n input selection lines. The multiplexer is often abbreviated as MUX.

As in decoders, multiplexers may have an enable input to control the
operation of the unit. When the enable input is in the inactive state, the outputs
are disabled, and when it is in the active state, the circuit functions as a normal
multiplexer. The enable input is useful for expanding two or more multiplexers
to a multiplexer with a larger number of inputs.

In some cases two or more multiplexers are enclosed within a single
integrated circuit package. The selection and the enable inputs in multiple-unit
construction are usually common to all multiplexers. As an illustration, the
block diagram of a quadruple 2-to-1-line multiplexer is shown in Fig. 2-5. The
circuit has four multiplexers, each capable of selecting one of two input lines.
Output Y, can be selected to come from either input A, or B,. Similarly, output
Y, may have the value of A, or B;, and so on. One input selection line S selects
one of the lines in each of the four multiplexers. The enable input E must be
active for normal operation. Although the circuit contains four multiplexers,
we can also think of it as a circuit that selects one of two 4-bit data lines. As
shown in the function table, the unit is enabled when E = 1. Then, if S = 0,
the four A inputs have a path to the four outputs. On the other hand, if S = 1,
the four B inputs are applied to the outputs. The outputs have all 0's when
E =0, regardless of the values of S.
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Figure 2-5 Quadruple 2-to-1 line multiplexers.

2-4 Registers

A register is a group of flip-flops with each flip-flop capable of storing one bit
of information. An n-bit register has a group of n flip-flops and is capable of
storing any binary information of n bits. In addition to the flip-flops, a register
may have combinational gates that perform certain data-processing tasks. In
its broadest definition, a register consists of a group of flip-flops and gates that
effect their transition. The flip-flops hold the binary information and the gates
control when and how new information is transferred into the register.

Various types of registers are available commercially. The simplest regis-
ter is one that consists only of flip-flops, with no external gates. Figure 2-6
shows such a register constructed with four D flip-flops. The common clock
input triggers all flip-flops on the rising edge of each pulse, and the binary data
available at the four inputs are transferred into the 4-bit register. The four
outputs can be sampled at any time to obtain the binary information stored in
the register. The clear input goes to a special terminal in each flip-flop. When
this input goes to 0, all flip-flops are reset asynchronously. The clear input is
useful for clearing the register to all 0's prior to its clocked operation. The clear
input must be maintained at logic 1 during normal clocked operation. Note that
the clock signal enables the D input but that the clear-input is independent of
the clock.

The transfer of new information into a register is referred to as loading the
register. If all the bits of the register are loaded simultaneously with a common
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Figure 2-6  4-bit register.

clock pulse transition, we say that the loading is done in parallel. A clock
transition applied to the C inputs of the register of Fig. 2-6 will load all four
inputs Iy through I; in parallel. In this configuration, the clock must be inhibited
from the circuit if the content of the register must be left unchanged.

Register with Parallel Load

Most digital systems have a master clock generator that supplies a continuous
train of clock pulses. The clock pulses are applied to all flip-flops and registers
in the system. The master clock acts like a pump that supplies a constant beat
to all parts of the system. A separate control sighal must be used to decide
which specific clock pulse will have an effect on a particular register.

A 4-bit register with a load control input that is directed through gates
and into the D inputs is shown in Fig. 2-7. The C inputs receive clock pulses
at all times. The buffer gate in the clock input reduces the power requirement
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With each clock pulse, the D input determines the next state of the output. To
leave the output unchanged, it is necessary to make the D input equal to the
present value of the output.

Note that the clock pulses are applied to the C inputs at all times. The load
input determines whether the next pulse will accept new information or leave
the information in the register intact. The transfer of information from the
inputs into the register is done simultaneously with all four bits during a single
pulse transition.

2-5 Shift Registers

A register capable of shifting its binary information in one or both directions
is called a shift register. The logical configuration of a shift register consists of
a chain of flip-flops in cascade, with the output of one flip-flop connected to
the input of the next flip-flop. All flip-flops receive common clock pulses that
initiate the shift from one stage to the next.

The simplest possible shift register is one that uses only flip-flops, as
shown in Fig. 2-8. The output of a given flip-flop is connected to the D input
of the flip-flop at its right. The clock is common to all flip-flops. The serial input
determines what goes into the leftmost position during the shift. The serial
output is taken from the output of the rightmost flip-flop.

Sometimes it is necessary to control the shift so that it occurs with certain
clock pulses but not with others. This can be done by inhibiting the clock from
the input of the register if we do not want it to shift. When the shift register
of Fig 2-8 is used, the shift can be controlled by connecting the clock to the input
of an AND gate, and a second input of the AND gate can then control the shift
by inhibiting the clock. However, it is also possible to provide extra circuits to
control the shift operation through the D inputs of the flip-flops rather than
the clock input.

Bidirectional Shift Register with Parallel Load

A register capable of shifting in one direction only is called a unidirectional shift
register. A register that can shift in both directions is called a bidirectional shift
register. Some shift registers provide the necessary input and output terminals

Figure 2-8 4-bit shift register.
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for parallel transfer. The most general shift register has all the capabilities listed
below. Others may have some of these capabilities, with at least one shift
operation.

1. An input for clock pulses to synchronize all operations.

2. A shift-right operation and a serial input line associated with the shift-
right.

3. Ashift-left operation and a serial input line associated with the shift-left.

4. A parallel load operation and 7 input lines associated with the parallel
transfer.

5. n parallel output lines.

6. A control state that leaves the information in the register unchanged
even though clock pulses are applied continuously.

A 4-bit bidirectional shift register with parallel load is shown in Fig. 2-9.
Each stage consists of a D flip-flop and a 4 X 1 multiplexer. The two selection
inputs S; and S, select one of the multiplexer data inputs for the D flip-flop.
The selection lines control the mode of operation of the register according to
the function table shown in Table 2-4. When the mode control S,;5, = 00, data
input 0 of each multiplexer is selected. This condition forms a path from the
output of each flip-flop into the input of the same flip-flop. The next clock
transition transfers into each flip-flop the binary value it held previously, and
no change of state occurs. When S,S, = 01, the terminal marked 1 in each
multiplexer has a path to the D input of the corresponding flip-flop. This causes
a shift-right operation, with the serial input data transferred into flip-flop A,
and the content of each flip-flop A, -, transferred into flip-flop A, fori = 1, 2,
3. When 5,5, = 10 a shift-left operation results, with the other serial input data
going into flip-flop A; and the content of flip-flop A; . ; transferred into flip-flop
A for i =0, 1, 2. When 5,5, = 11, the binary information from each input
I, through I; is transferred into the corresponding flip-flop, resulting in a
parallel load operation. Note that the way the diagram is drawn, the shift-right
operation shifts the contents of the register in the down direction while the
shift left operation causes the contents of the register to shift in the upward
direction.

TABLE 2-4 Function Table for Register of Fig. 2-9

Mode control

S S Register operation

0 0 No change

0 1 Shift right (down)
1 0 Shift left (up)

1 1 Parallel load
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Figure 2-9 Bidirectional shift register with paralle! load.

Shift registers are often used to interface digital systems situated remotely
from each other. For example, suppose that it is necessary to transmit an n-bit
quantity between two points, If the distance between the source and the
destination is too far, it will be expensive to use n lines to transmit the n bits
in parallel. It may be more economical to use a single line and transmit the
information serially one bit at a time. The transmitter loads the n-bit data in
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parallel into a shift register and then transmits the data from the serial output
line. The receiver accepts the data serially into a shift register through its serial
input line. When the entire n bits are accumulated they can be taken from the
outputs of the register in parallel. Thus the transmitter performs a parallel-to-
serial conversion of data and the receiver converts the incoming serial data back
to parallel data transfer.

2-6 Binary Counters

A register that goes through a predetermined sequence of states upon the
application of input pulses is called a counter. The input pulses may be clock
pulses or may originate from an external source. They may occur at uniform
intervals of time or at random. Counters are found in almost all equipment
containing digital logic. They are used for counting the number of occurrences
of an event and are useful for generating timing signals to control the sequence
of operations in digital computers.

Of the various sequences a counter may follow, the straight binary se-
quence is the simplest and most straightforward. A counter that follows the
binary number sequence is called a binary counter. An n-bit binary counter is
a register of n flip-flops and associated gates that follows a sequence of states
according to the binary count of n bits, from 0 to 2" — 1. The design of binary
counters can be carried out by the procedure outlined in Sec. 1-7 for sequential
circuits. A simpler alternative design procedure may be carried out from a
direct inspection of the sequence of states that the register must undergo to
achieve a straight binary count.

Going through a sequence of binary numbers such as 0000, 0001, 0010,
0011, and so on, we note that the lower-order bit is complemented after every
count and every other bit is complemented from one count to the next if and
only if all its lower-order bits are equal to 1. For example, the binary count from
0111 (7) to 1000 (8) is obtained by (a) complementing the low-order bit, (b)
complementing the second-order bit because the first bit of 0111 is 1, (c)
complementing the third-order bit because the first two bits of 0111 are 1’s, and
(d) complementing the fourth-order bit because the first three bits of 0111 are
all 1’s.

A counter circuit will usually employ flip-flops with complementing
capabilities. Both T and JK flip-flops have this property. Remember that a JK
flip-flop is complemented if both its ] and K inputs are 1 and the clock goes
through a positive transition. The output of the flip-flop does not change if
] = K = 0. Inaddition, the counter may be controlled with an enable input that
turns the counter on or off without removing the clock signal from the flip-
flops.

Synchronous binary counters have a regular pattern, as can be seen from
the 4-bit binary counter shown in Fig. 2-10. The C inputs of all flip-flops receive
the common clock. If the count enable is 0, all ] and K inputs are maintained



SECTION 2.6 Binary Counters 57

J Q Ao

Count enable ' K

Output
carry

Clock

Figure 2-10  4-bit synchronous binary counter.

at 0 and the output of the counter does not change. The first stage A, is
complemented when the counter is enabled and the clock goes through a
positive transition. Each of the other three flip-flops are complemented when
all previous least significant flip-flops are equal to 1 and the count is enabled.
The chain of AND gates generate the required logic for the ] and K inputs. The
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increment

word

output carry can be used to extend the counter to more stages, with each stage
having an additional flip-flop and an AND gate.

Binary Counter with Parallel Load

Counters employed in digital systems quite often require a parallel load capa-
bility for transferring an initial binary number prior to the count operation.
Figure 2-11 shows the logic diagram of a binary counter that has a parallel load
capability and can also be cleared to 0 synchronous with the clock. When equal
to 1, the clear input sets all the K inputs to 1, thus clearing all flip-flops with
the next clock transition. The input load control when equal to 1, disables the
count operation and causes a transfer of data from the four parallel inputs into
the four flip-flops (provided that the clear input is 0). If the clear and load inputs
are both 0 and the increment input is 1, the circuit operates as a binary counter.

The operation of the circuit is summarized in Table 2-5. With the clear,
load, and increment inputs all at 0, the outputs do not change even when
pulses are applied to the C terminals. If the clear and load inputs are main-
tained at logic 0, the increment input controls the operation of the counter and
the outputs change to the next binary count for each positive transition of the
clock. The input data are loaded into the flip-flops when the load control input
is equal to 1 provided that the clear is disabled, but the increment input can
be 0 or 1. The register is cleared to 0 with the clear control regardless of the
values in the load and increment inputs.

TABLE 2-5 Function Table for the Register of Fig. 2-11

Clock Clear  Load Increment Operation
1 0 0 0 No change
t 0 0 1 Increment count by 1
1 0 1 X Load inputs Io through Iy
1 1 x x Clear outputs to 0

Counters with parallel load are very useful in the design of digital com-
puters. In subsequent chapters we refer to them as registers with load and
increment operations. The increment operation adds one to the content of a
register. By enabling the count input during one clock period, the content of
the register can be incremented by one.

2-7 Memory Unit

A memory unit is a collection of storage cells together with associated circuits
needed to transfer information in and out of storage. The memory stores binary
information in groups of bits called words. A word in memory is an entity of




binary counter with parallel load and synchronous clear.

Figure 2-11  4-bit
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write and
read operations

bits that move in and out of storage as a unit. A memory word is a group of
1’s and 0’s and may represent a number, an instruction code, one or more
alphanumeric characters, or any other binary-coded information. A group of
eight bits is called a byte. Most computer memories use words whose number
of bits is a multiple of 8. Thus a 16-bit word contains two bytes, and a 32-bit
word is made up of four bytes. The capacity of memories in commercial
computers is usually stated as the total number of bytes that can be stored.

The internal structure of a memory unit is specified by the number of
words it contains and the number of bits in each word. Special input lines called
address lines select one particular word. Each word in memory is assigned an
identification number, called an address, starting from 0 and continuing with
1,2, 3, up to 2¥ — 1 where k is the number of address lines. The selection of
a specific word inside the memory is done by applying the k-bit binary address
to the address lines. A decoder inside the memory accepts this address and
opens the paths needed to select the bits of the specified word. Computer
memories may range from 1024 words, requiring an address of 10 bits, to 2
words, requiring 32 address bits. It is customary to refer to the number of words
(or bytes) in a memory with one of the letters K (kilo), M (mega), or G (glga)
Kis equalto2'®, Mis equal to 2%, and Gis equal to 2*. Thus 64K = 2%,
and 4G = 2%,

Two major types of memories are used in computer systems: random-
access memory (RAM) and read-only memory (ROM).

Random-Access Memory

In random-access memory (RAM) the memory cells can be accessed for infor-
mation transfer from any desired random location. That is, the process of
locating a word in memory is the same and requires an equal amount of time
no matter where the cells are located physically in memory: thus the name
”random access.”

Communication between a memory and its environment is achieved
through data input and output lines, address selection lines, and control lines
that specify the direction of transfer. A block diagram of a RAM unit is shown
in Fig. 2-12. The n data input lines provide the information to be stored in
memory, and the n data output lines supply the information coming out of
memory. The k address lines provide a binary number of k bits that specify a
particular word chosen among the 2" available inside the memory. The two
control inputs specify the direction of transfer desired.

The two operations that a random-access memory can perform are the
write and read operations. The write signal specifies a transfer-in operation
and the read signal specifies a transfer-out operation. On accepting one of
these control signals, the internal circuits inside the memory provide the
desired function. The steps that must be taken for the purpose of transferring
a new word to be stored into memory are as follows:

1. Apply the binary address of the desired word into the address lines.
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n data input lines

k address lines ——~{ Memory unit

Read 2 words
n bits per word

Write —>

n data output lines

Figure 2-12  Block diagram of random access memory (RAM).

2. Apply the data bits that must be stored in memory into the data input
lines.
3. Activate the write input.

The memory unit will then take the bits presently available in the input data
lines and store them in the word specified by the address lines.

The steps that must be taken for the purpose of transferring a stored word
out of memory are as follows:

1. Apply the binary address of the desired word into the address lines.
2. Activate the read input.

The memory unit will then take the bits from the word that has been selected
by the address and apply them into the output data lines. The content of the
selected word does not change after reading.

Read-Only Memory

As the name implies, a read-only memory (ROM) is a memory unit that
performs the read operation only; it does not have a write capability. This
implies that the binary information stored in a ROM is made permanent during
the hardware production of the unit and cannot be altered by writing different
words into it. Whereas a RAM is a general-purpose device whose contents can
be altered during the computational process, a ROM is restricted to reading
words that are permanently stored within the unit. The binary information to
be stored, specified by the designer, is then embedded in the unit to form the
required interconnection pattern. ROMs come with special internal electronic
fuses that can be “’programmed” for a specific configuration. Once the pattern
is established, it stays within the unit even when power is turned off and on
again.
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k address input lines

l

mxnROM
(m=2%

n data output lines

Figure 2-13 Block diagram of read only memory (ROM).

An m x n ROM is an array of binary cells organized into m words of n
bits each. As shown in the block diagram of Fig. 2-13, a ROM has k address
input lines to select one of 2 = m words of memory, and n output lines, one
for each bit of the word. An integrated circuit ROM may also have one or more
enable inputs for expanding a number of packages into a ROM with larger
capacity.

The ROM does not need a read-control line since at any given time, the
output lines automatically provide the n bits of the word selected by the
address value. Because the outputs are a function of only the present inputs
(the address lines), a ROM is classified as a combinational circuit. In fact, a ROM
is constructed internally with decoders and a set of OR gates. There is no need
for providing storage capabilities as in a RAM, since the values of the bits in
the ROM are permanently fixed.

ROM s find a wide range of applications in the design of digital systems.
Basically, a ROM generates an input-output relation specified by a truth table.
As such, it can implement any combinational circuit with k inputs and n outputs.
When employed in a computer system as a memory unit, the ROM is used for
storing fixed programs that are not to be altered and for tables of constants that
are not subject to change. ROM is also employed in the design of control units
for digital computers. As such, they are used to store coded information that
represents the sequence of internal control variables needed for enabling the
various operations in the computer. A control unit that utilizes a ROM to store
binary control information is called a microprogrammed control unit. This
subject is dicsussed in more detail in Chapter 7.

Types of ROMs

The required paths in a ROM may be programmed in three different ways. The
first, mask programming, is done by the semiconductor company during the last
fabrication process of the unit. The procedure for fabricating a ROM requires
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that the customer fill out the truth table that he or she wishes the ROM to
satisfy. The truth table may be submitted in a special form provided by the
manufacturer or in a specified format on a computer output medium. The
manufacturer makes the corresponding mask for the paths to produce the 1's
and 0's according to the customer’s truth table. This procedure is costly because
the vendor charges the customer a special fee for custom masking the particular
ROM. For this reason, mask programming is economical only if a large quantity
of the same ROM configuration is to be ordered.

For small quantities it is more economical to use a second type of ROM
called a programmuable read-only memory or PROM. When ordered, PROM units
contain all the fuses intact, giving all 1's in the bits of the stored words. The
fuses in the PROM are blown by application of current pulses through the
output terminals for each address. A blown fuse defines a binary 0 state, and
an intact fuse gives a binary 1 state. This allows users to program PROMs in
their own laboratories to achieve the desired relationship between input ad-
dresses and stored words. Special instruments called PROM programmers are
available commercially to facilitate this procedure. In any case, all procedures
for programming ROMs are hardware procedures even though the word
"“programming” is used.

The hardware procedure for programming ROMs or PROMs is irre-
versible, and once programmed, the fixed pattern is permanent and cannot be
altered. Once a bit pattern has been established, the unit must be discarded
if the bit pattern is to be changed. A third type of ROM available is called erasable
PROM or EPROM. The EPROM can be restructured to the initial value even
though its fuses have been blown previously. When the EPROM is placed
under a special ultraviolet light for a given period of time, the shortwave
radiation discharges the internal gates that serve as fuses. After erasure, the
EPROM returns to its initial state and can be reprogrammed to a new set of
words. Certain PROMs can be erased with electrical signals instead of ultravi-
olet light. These PROMs are called electrically erasable PROM or EEPROM.

IF: 1

1 FROBLEMS |

2-1, TTL SSI come mostly in 14-pin IC packages. Two pins are reserved for power
supply and the other pins are used for input and output terminals. How
many circuits are included in one such package if it contains the following
type of circuits? (a) Inverters; (b) two-input exclusive-OR gates; (c) three-in-
put OR gates; (d) four-input AND gates; (e) five-input NOR gates; (f) eight-
input NAND gates; (g) clocked JK flip-flops with asynchronous clear.

22, bﬁlquprmmdmmquwmmm”m multiplex-
ers, Teg llowing are TTL-type integrated circuits
ﬂ\alpmv&desud\hmchmﬁnd&wdﬂmphmmadnhbmtmd
compare them with the corresponding component presented in this chapter.
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2-3.

2-4.

2-5.

2-6.

2-7.

2-8.

2-9.

2-10.

2-11.

2-12.

2-13.

2-14.

2-15.

2-16.

. IC type 74155 dual 2-to-4-line decoders.

. IC type 74157 quadruple 2-to-1-line multiplexers.

. IC type 74194 4-bit bidirectional shift register with parallel load.

. IC type 74163 4-bit binary counter with parallel load and synchronous
clear.

Construct a 5-to-32-line decoder with four 3-to-8-line decoders with enable

and one 2-to-4-line decoder. Use block diagrams similar to Fig. 2-3.

Draw the logic diagram of a 2-to-4-line decoder with only NOR gates.

Include an enable input.

Modify the decoder of Fig. 2-2 so that the circuit is enabled when E = 1 and

disabled when E = 0. List the modified truth table.

Draw the logic diagram of an eight-input, three-output encoder whose truth

table is given in Table 2-2. What is the output when all the inputs are equal

to 07 What is the output when only input D; is equal to 0? Establish a

procedure that will distinguish between these two cases.

Construct a 16-to-1-line multiplexer with two 8-to-1-line multiplexers and

one 2-to-1-line multiplexer. Use block diagrams for the three multiplexers.

Draw the block diagram of a dual 4-to-1-line multiplexers and explain its

operation by means of a function table.

An T

Include a two-input AND gate with the register of Fig. 2-6 and connect the
gate output to the clock inputs of all the flip-flops. One input of the AND
gate receives the clock pulses from the clock pulse generator. The other input
of the AND gate provides a parallel load control. Explain the operation of
the modified register.

What is the purpose of the buffer gate in the clock input of the register of
Fig. 277

Include a synchronous clear capability to the register with parallel load of
Fig. 2-7.

The content of a 4-bit register is initially 1101. The register is shifted six times
to the right with the serial input being 101101. What is the content of the
register after each shift?

What is the difference between serial and parallel transfer? Using a shift
register with parallel load, explain how to convert serial input data to parallel
output and parallel input data to serial output.

A ring counter is a shift register as in Fig. 2-8 with the serial output connected
to the serial input. Starting from an initial state of 1000, list the sequence of
states of the four flip-flops after each shift.

The 4-bit bidirectional shift register with parallel load shown in Fig. 2-9 is

enclosed within one IC package.

a. Draw a block diagram of the IC showing all inputs and outputs. Include
two pins for power supply.

b. Draw ablock diagram using two ICs to produce an 8-bit bidirectional shift
register with parallel load.

How many flip-flops will be complemented in a 10-bit binary counter to
reach the next count after (a) 1001100111; (b) 0011111111?



2-17.

2-19.

2-20.

2-21.

2-22.

2-23.
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Show the connections between four 4-bit binary counters with parallel load
(Fig. 2-11) to produce a 16-bit binary counter with parallel load. Use a block
diagram for each 4-bit counter.

Show how the binary counter with parallel load of Fig. 2-11 can be made to
operate as a divide-by-N counter (i.e., a counter that counts from 0000 to
N-and back to 0000). Specifically show the circuit for a divide-by-10 counter
using the counter of Fig. 2-11 and an external AND gate.

The following memory units are specified by the number of words times the
number of bits per word. How many address lines and input—output data
lines are needed in each case? (a) 2K x 16; (b) 64K x 8;(c) 16M x 32;
(d) 4G x 64.

Specify the number of bytes that can be stored in the memories listed in
Prob. 2-19. '

How many 128 X 8 memory chips are needed to provide a memory capacity
of 4096 x 16?

Given a 32 x 8 ROM chip with an enable input, show the external connec-
tions necessary o construct a 128 x 8 ROM with four chips and a decoder.

AROM chip of 4096 x 8bits has two enable inputs and operates from a 5-volt
power supply. How many pins are needed for the integrated circuit pack-
age? Draw a block diagram and label all input and output terminals in the
ROM.
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