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7.1 Optimization

Optimization is a process that finds a best, or optimal, solution for a
problem. The Optimization problems are centered around three factors:

a- An objective function: which is to be minimized or maximized;

Examples:
1. In manufacturing, we want to maximize the profit or minimize the cost.
2. In designing an automobile panel, we want to maximize the strength.

b- A set of unknowns or variables: that affects the objective function,

Examples:

1. In manufacturing, the variables are amount of resources used or the time
spent.

2. In panel design problem, the variables are shape and dimensions of the
panel.

c- A set of constraints: that allows the unknowns to take on certain values
but exclude others;

Examples:

1. In manufacturing, one constrain is, that all "time" variables to be non-
negative.

2 In the panel design, we want to limit the weight and put constrain on its
shape.

An optimization problem is defined as: Finding values of the variables that
minimize or maximize the objective function while satisfying the
constraints.
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7.2 Evolutionary Algorithm (EAs)

Evolutionary Algorithm (EA) is a subset of Evolutionary Computation (EC)
which is a subfield of Artificial Intelligence (Al).

Evolutionary Computation (EC) is a general term for several computational
techniques. Evolutionary Computation represents powerful search and
optimization paradigm influenced by biological mechanisms of evolution:
that of natural selection and genetic.

Evolutionary Algorithms (EAs) refers to Evolutionary Computational
models using randomness and genetic inspired operations. EAs involve
selection, recombination, random variation and competition of the
individuals in a population of adequately represented potential solutions.
The candidate solutions are referred as chromosomes or individuals.

Genetic_Algorithms (GAs) represent the main paradigm of Evolutionary
Computation.

- GAs simulate natural evolution, mimicking processes the nature uses:
Selection, Crosses over, Mutation and Accepting.

- GAs simulate the survival of the fittest among individuals over consecutive
generation for solving a problem.

Development History

EC = GP + ES + EP + GA
Evolutionary Genetic Evolution Evolutionary Genetic
Computing Programming Strategies Programming Algorithms
Rechenberg Koza Rechenberg Fagel Holland
1960 1992 1965 1962 1970
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7.3 Genetic Algorithms

Genetic_Algorithms are search and optimization techniques based on
Darwin’s Principle of Natural Selection.

A genetic algorithm (GA) is a search technique used in computing to find
exact or approximate solutions to optimization and search problems.

“Select the Best, Discard the Rest”

Applications of GAs:

O Numerical and Combinatorial Optimization
— Job-Shop Scheduling, Traveling salesman

O Automatic Programming
— Genetic Programming

O Machine Learning
— Classification, NNet training, Prediction

O Economic
— Biding strategies, stock trends

O Ecology
— host-parasite co evolution, resource flow, biological arm races

O Population Genetics
— Viability of gene propagation

O Social systems
— Evolution of social behavior in insect colonies
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Terminology
Nature Computer
Individual Solution to a problem
Population Set of solutions
Fitness Quality of a solution
Chromosome Encoding for a solution
Gene Part of the encoding of a
solution
Crossover and Search operators
Mutation
Natural Selection |Reuse of good (sub-)
solutions

Before getting into GAs, it is necessary to explain few terms.
— Chromosome: a set of genes; a chromosome contains the solution in form
of genes.

— Gene: a part of chromosome; a gene contains a part of solution. It
determines the solution. e.g. 16743 is a chromosome and 1, 6, 7, 4 and 3 are
its genes.

— Individual: same as chromosome.

— Population: number of individuals present with same length of
chromosome.

— Fitness : the value assigned to an individual based on how far or close a
individual is from the solution; greater the fitness value better the solution it
contains.

— Fitness function: a function that assigns fitness value to the individual. It
is problem specific.

— Breeding: taking two fit individuals and then intermingling there
chromosome to create new two individuals.

— Mutation: changing a random gene in an individual.

— Selection: selecting individuals for creating the next generation.
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7.4. Encoding

Encoding is the process of representing the solution in the form of a string
that conveys the necessary information.

1- Binary Encoding : Most common method of encoding. Chromosomes
are strings of 1s and Os .

Example:
Chromosomel : 10111110

Chromosome2 : 10011001

2- Permutation Encoding : Useful in ordering problems such as the
Traveling Salesman Problem (TSP) or a task ordering problem. Every
chromosome is a string of numbers, which represents number in a sequence.

Example: In TSP, every chromosome is a string of numbers, each of which
represents a city to be visited.

Chromosomel : 1479635028
Chromosome2 : 9325816047

3- Value Encoding : Used in problems where complicated values, such as
real numbers, are used and where binary encoding would not suffice.

Example:
Chromosomel : ABEDBCAEDD

Chromosome2 : NWWNESSWNN

NOTE: In chromosome 1 above, A could represent a particular task, B another, etc. For
chromosome 2, N could be north, S south and thus could be the path through a maze.

4- 4- Complex encoding:

A- Tree encoding is used to actually have programs or expressions evolve.
In tree encoding every chromosome is a tree of some objects, such as
functions or commands in the programming language. LISP is often used for
this because programs in LISP can be represented in this form and then be
easily parsed as a tree.

B- Marker based encoding
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7.5. Fitness Function

A fitness function quantifies the optimality of a solution (chromosome) so
that that particular solution may be ranked against all the other solutions.

- A fitness value is assigned to each solution depending on how close it actually is to
solving the problem.

- Example. In TSP, f(x) is sum of distances between the cities in solution. The lesser the
value, the fitter the solution is.

7.6. Genetic Operators

The process of evolving a solution to a problem involves a number of
operations that are loosely modeled on their counterparts from genetics.

Modeled after the processes of biological genetics, pairs of vectors in the
population are allowed to “mate” with a probability that is proportional to their
fitness. The mating procedure typically involves one or more genetic operators
.The most commonly applied genetic operators are:-

1- Selection.

2- Crossover(Recombination).

3- Mutation.

- Reproduction(Crossover+ Mutation)
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* Roulette wheel selection (Fitness-Proportionate Selection)

Probability of i'™ string is pi = Fi ;{E Fi), where
j=1

N = no of individuals, called population size; pi = probability of i*"

string being selected; Fi = fitness for i'"

string in the population.
Because the circumference of the wheel is marked according to
a string's fitness, the Roulette-wheel mechanism is expected to

make LF copies of the i*" string.

Average fithess = F:'rj,-"n ; Expected count= n x pi

Example of Roulette wheel selection

Evolutionary Algorithms is to maximize the function f(x) = x? with x in
the integer interval [0, 31], i.e., X=0,1, ...30, 31.

1. The first step is encoding of chromosomes; use binary representation
for integers; 5-bits are used to represent integers up to 31.

2. Assume that the population size is 4.

3. Generate initial population at random. They are chromosomes or
genotypes; e.g., 01101, 11000, 01000, 10011.

4, Calculate fitness value for each individual.

(a) Decode the individual into an integer (called phenotypes),
01101 - 13; 11000 — 24; 01000 —8; 10011 - 19;
(b) Evaluate the fitness according to f(x) = x*,
13 — 169; 24 — 576; 8 — 64; 19 — 361.
5. Select parents (two individuals) for crossover based on their fithess
in pi. Out of many methods for selecting the best chromosomes, if

th

roulette-wheel selection is used, then the probability of the i ™" string
n

in the populationis pi = Fi /(X Fj), where
j=1

Teacher Morning Time: Enas M.H Saeed Teacher Evening Time: Iman Hussein Raheem



AL- Mustansirya University

College of Education
Department of Computer Science

Course: Intelligent Applications
Lecturer: Iman Hussein
Fourth Class

Fi is fitness for the string i in the population, expressed as f(x)

pi is probability of the string i being selected,

n is no of individuals in the population, is population size, n=4

n * pi is expected count

String No Initial X wvalue| Fitness Fi pi Expected count
Population f(x) = x* N * Prob i

1 01101 13 169 0.14 0.58
2 11000 24 576 0.49 1.97
3 01000 8 64 0.06 0.22
< 10011 19 361 0.31 1.23
Sum 1170 1.00 4.00
Average 293 0.25 1.00
Max 576 0.49 1.97
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2- Crossover: (z5'J)

It is the process in which two chromosomes (strings) combine their genetic
material (bits) to produce a new offspring which possesses both their
characteristics.

- Two strings are picked from the mating pool at random to cross over.

- The method chosen depends on the Encoding Method.

- Crossover between 2 good solutions MAY NOT ALWAYS yield a better
or as good a solution.

- Since parents are good, probability of the child being good is high.

- If offspring is not good (poor solution), it will be removed in the next
iteration during “Selection”.
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Crossover Method :

1- Single Point Crossover : (1X- Crossover ), (One Point Crossover)

A random point is chosen on the individual chromosomes (strings) and the
genetic material is exchanged at this point.

Examgle: Suppose you have two parents (C1, C2), give the new children of chromosome by
using (One Point Crossover).
Note: (C: Chromosome, O: Offspring)

ci= 01000111:1111
X s

Sol: c2= 10101010:0100

O1= 010001110100

0O2= 101010101111
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2- Two-Point Crossover : (2X- Crossover )
Two random points are chosen on the individual
chromosomes (strings) and the genetic material is exchanged at these points.

Example: Suppose you have two parents (C1, C2), give the new children of chromosome by
using (Two Point Crossover):

c1= 00100:11011: 001000

2= 10101:00001:111110 N4

C2: —

Sol:

O:1= 00100 00001 001000

O2= 10101 11011111110

3- Uniform Crossover (UX) / (Muli-Point Crossover)

The uniform crossover scheme works as follows:

— A randomly generated bit string called the crossover mask generalizes
the process

— A bit value of 1 in this bit string indicates that corresponding bits in the
parents are to be exchanged while a 0 bit indicates no bit interchange

Example: Suppose you have two parents (C1, C2), give the new children of chromosome by
using (Uniform Crossover):

Cross mask= 10010100 Leied culdll bit 19 01 g - : g
bit J dad Luii 3y il aa oY ja
c1 = 73215611 1 gt lulall bit 13 STV 0 5mee S

I o smi sa SI Aad s il 2 g O
CJsY a g I A bt J) adge ) alilaal)

c2 = 04941153 sa sy s Lied cluldl pit 131 02 Ecﬁy‘_
Sol: S o g5 SU bt I A udi J 5 S
i aa s 03 1 s sbed Gl pit 1) oI
b ] s
o1 = 03245111 @sa N ALE J ) o s g S0 Al 5
. Ul g ga S Bt
02 = 74911653
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Permutation Crossover Operations
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Note: Other Type of Crossover

Order crossover operator (OX1)

Partially mapped crossover (PMX)
Cycle crossover (CX)

Order based crossover (0OX2)

Position based crossover (POS)
Heuristic crossover

Genetic edge recombination crossover (ER)
Sorted match crossover

Maximal preservative crossover (MPX)
Voting recombination crossover (VR)
Alternating position Crossover (AP)
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Examples:

1- Cycle Crossover //CX

Example: Suppose you have two parents (C1, C2); give the new children of
chromosome by using permutational operators (Cycle Crossover //CX):

Cl= 2 9 3 571 4 6 8
C2= 3 41 9 6 2 8 7 35

Sol :

Ol1= 2 43 96 1 8 7 5
02= 3 91 5 7 2 4 6 8
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2- Partially mapped crossover

Example: Suppose you have two parents (C1, C2); give the new children of
chromosome by using permutational operators (Partially mapped
crossover): note - cut_point (3-4) .

Cl= AB (CD:E F G
C2= CF :EB:G D A

Ol= AD EB C F G
02= EF CDG B A
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3- Mutation : (s_ikl)

The basic idea of it is to add new genetic information to chromosomes. It is

important when the chromosomes are similar and the GA may be yet stuck in

Local maxima. A way to introduce new information is by changing the a of

some genes. Mutation can be applied to:-

1- Chromosomes selected from the MP (mating pool).

2- Chromosomes that have already subject to crossover.
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el 5 el il o5y Ll (gene) a5 dia e 5 ahll ¢l jal dlee ST Lia ¢ (1m) 508k Jale -]
psmasa S ) Baias Aad J A e Jaladl 128 8
Example: Suppose you have chromosome (A), give the new child of chromosome by using
(1m Mutation):

Chromosome : 10111110(& gl e 3 gkl ol al 2 b s Lin)
Offspring : 10011110

003 e Aalia se an) gl o gus ga 5 S (pana (paadge lialy Jalal) 128 658 ; (2m) 3 dkal) Jals D
Examplel: Suppose you have chromosome, give the new child of chromosome by using (2m
Mutation):

Chromosome : 9462310578(<tll 5 SGI cpaal) Aalaay 5 jshall o) ja) ol i ga Lin)
Offspring : 9642310578

Example2: Suppose you have chromosome (A), give the new child of chromosome by using
(2m Mutation):

A= 03849265173062
A= 03349265178062

SOL:
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Schemata: Jilail) 73 gad

Al sl An o) il s 30 5 S Ae gana UL Can gl Jaaind Jalail 3ad) 5o 4 gl 58
pil 5y igh W ad (F) Cum ¢ (10 ¢ %) AN Ailag)) Jaaied (H) W Ses
oA s 4

H=" %] e

O(H) Sl £ sai i

H 248 el Gliall ae o (H ) il 73 50l O(H) 4l
Examples:
1_ H: (‘** k 101 k osk ‘)
OMH)=3

2- H= (‘130 % 1)
O (H)=2

(s ikl 3 H G388 o (S i) ol sall 3 Jany)

S(H) Jiatl) 3 gall i jpal) J ghall

Al ad e dia Al J) w2l g8 (H) Sl 23 50l S(H) mall Jshall
.H

Examples:
I-H= (***101 * * )
SH)=2

2- H= (1% % 19)
SH)=5

(e300 A H Gis ol oSt ) gl sall 20 Lans)
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Q: Suppose you have chromosome H, H= (‘1* * 010 * * * ), find the value of
{O (H), S(H)}.

Sol:
OMH) =4
SH)=5

Q: How can designer select the best Encoding?
$Alliia (oY I ol Loalia | & LA ATy CiiS

s oAU il Gliae B @lla Lulie | i s S 2 gl gadl

: ( principle of meaningful building blocks) (sixall <3 4ulid) Ji<l) laa -1

ALl 483e <l 4 1) Acaddiall 5 5 yualll Jilall o 3lad () 5S3 Cumny | i85 aanal) S5 o)) Gy "
585 avanal )any gl g Lilae ol 138 5 " (5 AN ALU pudal ga o Jila o Slaiy Lo Adasi ja gt g Aainall
. 08 (e & ( principle of meaningful building blocks siaall <uld Al Jisll

:(principle of minimal alphabets) <lilagll jal o -2

ALl e gralall il ansd il cililagll il acacad) &y o) g

L Jslal E'JLA.'\ e (maximum) P.Eu_'i O Bk prasall dic Cusd sl g g o CLall o) Eua
BTN R TV L;La 4 Haa Jiladll ES\.A.’\] iy 22=l) GL:.‘\" (binary) Clalsil) Alaa o C..b\jﬂ Y
98 (L) psmisas SN Jsh (5 Ladie (k) uba) I3 Ailagd) cdiladll o 3lad 22e ol

(K+D)E
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Q: Prove by examples that Binary alphabets gives maximum number of Schemata
from Decimal alphabets?

Sol:
LA Lilaa (b 4 e Jilail) g dail BN aaad) Lt (Binary alphabets) <ibslil) dslaa o)
98 (L) psmsas S Jgha (5580 Ladie (K) oubad) i3 Ailagd) OBLA Ml 220 )
ALY el s gy, (K1)

. 1%:16)4 b a s sa S e (Binary alphabets) <lilill cililagl) Gubai Co g -+ Jba
(K+1) = (2+1)

=(3)'¢ (Flall z3lai aac)
=43,046,721
(L=16)4 sk o su 50 S e (Decimal alphabets) <l ydall dxilaa Gulai (Y15 -
(L= 16/4 = 4) «(k=10 4_se daa 1Y cone digit s» 4bit JS)
(K+D = (10+1)*
=(11) (Jlall z 3l 2ac)

= 14,641

43,046,721 > 14,641
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Probability of destroy & Probability of safe

Mutation. 3 kY s Crossover. 2.5 als (e JS elial) (8o pantl) LAY s 488

1- Crossover:

P.d =P.c * (S (H)/L-1)
P.d: Probability of destroy (z s/ il Jalal (s exill il

P.c: Probability of crossover (0.7 < pc < 0.9)(z s il &duial)
L : asuses Sl dsh

PS=1-Pd

P.S: Probability of safe ( z s i) dalad sladl il )

2 — Mutation :
P.'d =Pm * O(H)
P.>d : Probability of destroy (s_ikall Jalal (5 yexill ,ilill)
Pm : Probability of mutation (0.01 < pm < 0.03)( skl ddlial)
P.s=1-P.'d

P.'s: Probability of safe (s_ikll Jalal clall i)
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Example: Suppose you have chromosome H, the probability of crossover is 0.8, the
probability of mutation is 0.02, where the length of chromosome is 7, find (O (H), S (H),
P.d, P.s, P.°d, P.’s), where the chromosome: H= (‘101%* * *1°),

Sol:

H= (‘101%* * *1°)
OMH) =4
SH)=6

L=7

PC=0.8

Pm =0.02

P.d = PC* (S (H)/L-1)
= 0.8 *(6/ (7-1))
= 0.8 *(6/6)
=0.8

PS=1-Pd
=1-0.8
=0.2

P. d=Pm * O (H)
=0.02*4
=0.08

P.s=1-Pd

=1-0.08
=0.92
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Q: explain the difference between SSGA and SGA?

Lals 5 5 AV (GAg )yl eyl sall e (SSGA) L) Alal duiall dpe 5 ) sall (3540
Db Lan (SGA) dankadll dpiall dae ) 5811 e

s 38 £l LgiSay dua (SGA) Jb 4 lae BBl dilase Ll 3as Jols e i3 (SSGA) O -1
Aaadl cpaall o AV el J aadaall o) ) JS Al o g S (SGA) Se e agi sS85 68

daliie Jsla o aainall of sinl @lly 5 58 ga aainall 8 25l Gl ) S5 Caind (SSGA)-2
LR G 4liS a5 Y (gl o) AY) A e i)

il el s )l sl I (SSGA) -3
Jiadl 3 5t 3 Jale Led e 130 B Sloall Ale im A 5 e o i ke 33m 5 (m il
Gy le e e Al oplini) (Say s aninall 8 3 5m 50 U3 Lo ¥ o all (ld (aaad) JiaYl)aaal)
(SGA) J
Chromeosome:
aal) &\)Ld)ii@é\ﬂ\o&%M&P(genes)a%wé\ﬂ\wdmyﬁjm SRS
axall &uli (one dimensional structure) 2l ala) i (e 3 jbe o g ga KU alall JSel) gedlantioial)
skl Glae ol A alama (8 JSell 138 Jleatind mad Cus
Examples:

Chromosome: 9462310578
Chromosome: 10111110

NOTE :
genetics Genetics algorithm
Chromosome String
Gene Position
Allele Position Value
Genotype Encoded String
Phenotype Decoded String
Genotype Phenotype
ol -H\\._\ Encoding /// ‘\\'\\

110100 x=52
/

l
Teacher Mornin;\\_ r_,// Theg // sein Raheem

e Decoding i

\, / \
Binary Coding 1 t Rela Parameter Value J
\
-

—_—
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