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[bookmark: _GoBack]Lecture One : General Architecture of Digital Computer
At present there are many types and sizes of computers available. These computers are designed and constructed based on digital and Integrated Circuit (IC) fabrication technology. 
A digital computer is a machine that can be used to solve problems for people and carrying out the tasks by following the instructions given to it. A sequence of instructions describing how to perform a certain task or job is called a program. There are two basic components of computer system architecture:
a) Computer Hardware
b) Computer Software

1-Computer Hardware
General purpose computer as shown in figure blow contains four basic hardware blocks that are:
arithmetic and logic unit (ALU),
memory unit (MU),
input/output unit (IOU), and
control unit (CU).
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Input/Output (I/O) devices input and output data into and out of the memory unit. In some systems, I/O devices send and receive data into and from the ALU rather than the MU. Programs reside in the memory unit. The ALU processes the data taken from the memory unit (or the ALU) and stores the processed data back in the memory unit (or the ALU).
The control unit coordinates the activities of the other three units. It retrieves instructions from programs resident in the MU, decodes these instructions, and directs the ALU to perform corresponding processing steps. It also supervises I/O operations.




1- The ALU Unit : The ALU unit functions are perform arithmetical operations, i.e. addition,  subtraction, multiplication, division as well as logical operations. The control unit gives the instruction to the ALU which operations they have to perform and where it supplied (store purpose), it is directed to perform the operations.
2- Memory Unit (MU) :  The memory unit or storage section of the computer consist the devices used to store the data or information during the process. Memory unit is used to hold intermediate and final result of computer program. There are various types of memory which are used in computer system.
3-  Input / Output Unit (IOU): The input unit contains the hardware devices those are used to enter the data in to computer system, Keyboard and mouse are most common devices. The output contain the hardware devices those are used to output the data from the computer system, Monitor and printer are most common output devices. Nowadays so many other I/O devices are used .
4- The Control Unit (CU) :  maintains the sequence of the operation, controlling the     actions of all other units it can perform the instruction which constitute the program and direct as per the operation perform by machine.






2- Computer Software
Without software, most hardware would sit there doing nothing or perform specific tasks. To make most hardware run we need to use software, and the task here is to select the correct type of software for each job. The two main classifications of software that all programs fit under are:
System software
[image: ]Application software


1- System software :  software designed to operate the computer hardware and to provide a platform for running application software. Modern computers are complex machines involving many different parts. To keep it running well you will need system software. System software will handle the smooth running of all the components of the computer as well as providing general functionality for other programs to use, tools to speed up the computer, tools to develop new software and programs to keep you safe from attacks. There are several different types of system software that we will look at in more detail very shortly:
Operating Systems are a collection of programs that make the computer hardware conveniently available to the user and also hide the complexities of the computer's operation. The Operating System (such as Windows 7 or Linux) interprets commands issued by application software (e.g. word processor and spreadsheets). The Operating System is also an interface between the application software and computer. Without the operating system, the application programs would be unable to communicate with the computer.
Utility programs are small, powerful programs with a limited capability, they are usually operated by the user to maintain a smooth running of the computer system. Various examples include file management, diagnosing problems and finding out information about the computer etc. Notable examples of utility programs include copy, paste, delete, file searching, disk defragmenter, disk cleanup. However, there are also other types that can be separately installable from the Operating System.
Library programs are a compiled collection of subroutines (e.g. libraries make many functions and procedures available when you write a program)
Translator software (Assembler, Compiler, Interpreter):
1- Assembler translates assembly language programs into machine code (A binary code that a machine can understand).
2- Compiler translates high level language code into object code (which is the machine language of the target machine).
3- Interpreter analyses and executes a high-level language program a line at a time. Execution will be slower than for the equivalent compiled code as the source code is analyzed line by line.
2-Application software - software designed to help the user to perform specific tasks,Application software is designed for people like me and you to perform tasks that we consider useful. This might be the ability of a scientist to work out statistical information using a set of results, or someone who wants to play the latest computer game. There are several categories of Application software that we'll look into shortly:
General purpose application software.
Special purpose application software.


















Lecture Two : Computer Architecture

Computer Architecture is the conceptual design and fundamental operational structure of a computer system. It is a blueprint and functional description of requirements (especially speeds and interconnections) and design implementations for the various parts of a computer — focusing largely on the way by which the central processing unit (CPU) performs internally and accesses addresses in memory.

Computer architecture comprises at least three main subcategories:

 Instruction set architecture, or ISA, is the abstract image of a computing system that is seen by a machine language (or assembly language) programmer, including the instruction set, memory address modes, processor registers, and address and data formats.
 Microarchitecture, also known as Computer organization is a lower level, more concrete, description of the system that involves how the constituent parts of the system are interconnected and how they interoperate in order to implement the ISA. 
 System Design which includes all of the other hardware components within a computing system such as:
 system interconnects such as computer buses and switches
 memory controllers and hierarchies
 CPU off-load mechanisms such as direct memory access issues like multi-processing.
Once both ISA and microarchitecture has been specified, the actual device needs to be designed into hardware. This design process is often called implementation.
Implementation is usually not considered architectural definition, but rather hardware design engineering.

Classification of Computer Architecture
There are many computer architecture classification methods based on different criteria such as cost, capacity (memory size, data word length and size of the secondary storage), performance, instruction set, component base and others. This lecture explains two methods of classification : Van Numann Architecture classification  and Flynn's taxonomy classification .Computer Organization deals with the advances in computer architecture right from the Von Neumann machines to the current day super scalar architectures.
1-Von Neumann Architecture & Non Von Neumann Architecture
The earliest computing machines had fixed programs. Some very simple computers still use this design, either for simplicity or training purposes. For example, a desk calculator (in principle) is a fixed program computer. It can do basic mathematics, but it cannot be used as a word processor or to run video games. To change the program of such a machine, you have to re-wire, re-structure, or even redesign the machine. Indeed, the earliest computers were not so much "programmed” as they were "designed". "Reprogramming", when it was possible at all, was a very manual process, starting with flow charts and paper notes, followed by detailed engineering designs, and then the often-arduous process of implementing the physical changes.
The idea of the stored-program computer changed all that. By creating an instruction set architecture and detailing the computation as a series of instructions
(the program), the machine becomes much more flexible. By treating those instructions in the same way as data, a stored-program machine can easily change the program, and can do so under program control.
The von Neumann architecture is a computer design model that uses a processing unit and a single separate storage structure to hold both instructions and
data as shown in Figure below. It is named after mathematician and early computer scientist John von Neumann. Such a computer implements a universal Turing machine, and the common "referential model" of specifying sequential architectures, in contrast with parallel architectures. The term "stored-program computer" is generally used to mean a computer of this design, although as modern computers are usually of this type, the term has fallen into disuse. All general-purpose computers are now based on the key concepts of the von Neumann architecture. Though the von Neumann model is universal in general-purpose computing, it suffers from one obvious problem. All information (instructions and data) must flow back and forth between the processor and memory through a single channel, and this channel will have finite bandwidth. When this bandwidth is fully used the processor can go no faster. This performance limiting factor is called the von Neumannbottleneck.
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* The principal feature of a von Neumann computer is that the program and any data are both stored together,
  A von Neumann computer has five parts:
* arithmetic-logic unit
* control unit
* memory
* some form of input/output
* A bus that provides a data path between these parts.
 Such a computer operates by performing the following sequence of steps:
1. Fetch the next instruction from memory at the address in the program counter. 
2. Add the length of the instruction to the program counter. 
3. Decode the instruction using the control unit. The instruction may change the address in the program counter, permitting repetitive operations. The instruction may also change the program counter only if some arithmetic condition is true. 
4. Go back to step 1. 
Von Neumann computers have some drawbacks:
* They carry out instructions one after another, in a single linear sequence
* They spend a lot of time moving data to and from the memory.
 This slows the computer  leading to a problem called the von Neumann bottleneck. One way to solve the von Neumann bottleneck is:
* to build the computer so it performs operations in parallel (so-called parallel processing).
* Another common trick is to separate the bus into two or more busses, one for instructions, another for data.
The Non Von Neumann Architecture :
*One example is the MIMD architecture which is :  Multiple instruction/Multiple data .
*Other examples are Analog Computers, Optical Computers, Quantum Computers, Cell Processors, DNA, Neural Nets (in Silicon). 
*Most Non Von Neumann models distributes the computation amongst processing units - for example FPGA or neural networks.  
*They can be thought of as a class of computer programs ideally suited for parallel computation. 
2-  Flynn's taxonomy Classification
The four classifications defined by Flynn in the famous Flynn's taxonomy for classification of computer architectures.





















Lecture Three:  Memory System

The memory hierarchy system consists of all storage devices employed in a computer system from slow but high capacity auxiliary memory to a relatively faster cache memory accessible to high speed processing logic. The figure below illustrates memory hierarchy. 
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The total memory capacity of a computer can be visualized by hierarchy of components. The memory hierarchy system consists of all storage devices contained in a computer system from the slow Auxiliary Memory to fast Main Memory and to smaller Cache memory.



Auxillary memory access time is generally 1000 times that of the main memory, hence it is at the bottom of the hierarchy.
The main memory occupies the central position because it is equipped to communicate directly with the CPU and with auxiliary memory devices through Input/output processor (I/O).
When the program not residing in main memory is needed by the CPU, they are brought in from auxiliary memory. Programs not currently needed in main memory are transferred into auxiliary memory to provide space in main memory for other programs that are currently in use.
The cache memory is used to store program data which is currently being executed in the CPU. Approximate access time ratio between cache memory and main memory is about 1 to 7~10
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Note that the registers in the processing unit are temporary storage devices. They are the fastest components of the computer system memory.  As we go down in the hierarchy :
 Cost per bit decreases 
 Capacity of memory increases 
 Access time increases 
 Frequency of access of memory by processor also decreases. 
Thus, in a general purpose computer system, the highest speed memory is closest to the processing unit and is most expensive. The least expensive and slowest memory devices are farthest from the processing unit.

Memory System Characteristics:

The most important characteristics of any memory system are its capacity, data access time, the data transfer rate, the cycle time, and cost.
1- The capacity of the storage system: Is the maximum number of units (bits,    bytes, or words) of data it can store: RAM capacity= no. of words   X   word size
2- The access time: Is the time taken by the memory module to access the data after an address is provided to the module.  
3- The data transfer rate: Is the number of bits per second at which the data can be read out of the memory. This rate is the product of the reciprocal of access time and the number of bits in the unit of data (data word) being read( Transfer rate=(1/ t).B 
4- The cycle time :Is a measure of how often the memory can be accessed.
5- The cost: Is the product of capacity and the price of memory device per bit. RAMs are usually more costly than other memory devices.

Memory Access Methods
Each memory type, is a collection of numerous memory locations. To access data from any memory, first it must be located and then the data is read from the memory location. Following are the methods to access information from memory locations:
1. Random Access: Main memories are random access memories, in which each memory location has a unique address. Using this unique address any memory location can be reached in the same amount of time in any order.
2. Sequential Access: This methods allows memory access in a sequence or in order.
3. Direct Access: In this mode, information is stored in tracks, with each track having a separate read/write head.
Main Memory
The memory unit that communicates directly within the CPU, Auxillary memory and Cache memory, is called main memory. It is the central storage unit of the computer system. It is a large and fast memory used to store data during computer operations. Main memory is made up of RAM and ROM, 
· RAM: Random Access Memory
There are two types of Random Access Memory or RAM, each has its own advantages and disadvantages compared to the other. SRAM (Static RAM) and DRAM (Dynamic RAM) holds data but in a different ways. DRAM requires the data to be refreshed periodically in order to retain the data. SRAM does not need to be refreshed as the transistors inside would continue to hold the data as long as the power supply is not cut off. This behavior leads to a few advantages, not the least of which is the much faster speed that data can be written and read.
The additional circuitry and timing needed to introduce the refresh creates some complications that makes DRAM memory slower and less desirable than SRAM. One complication is the much higher power used by DRAM memory, this difference is very significant in battery powered devices. SRAM modules are also much simpler compared to DRAM, which makes it easier for most people to create an interface to access the memory. This makes it easier to work with for hobbyists and even for prototyping.
Structurally, SRAM needs a lot more transistors in order to store a certain amount of memory. A DRAM module only needs a transistor and a capacitor for every bit of data where SRAM needs 6 transistors. Because the number of transistors in a memory module determine its capacity, a DRAM module can have almost 6 times more capacity with a similar transistor count to an SRAM module. This ultimately boils down to price, which is what most buyers are really concerned with.
Because of its lower price, DRAM has become the mainstream in computer main memory despite being slower and more power hungry compared to SRAM. SRAM memory is still used in a lot of devices where speed is more crucial than capacity. The most prominent use of SRAM is in the cache memory of processors where speed is very essential, and the low power consumption translates to less heat that needs to be dissipated. Even hard drives, optical drives, and other devices that needs cache memory or buffers use SRAM modules.
Summary:
1. SRAM is static while DRAM is dynamic
2. SRAM is faster compared to DRAM
3. SRAM consumes less power than DRAM
4. SRAM uses more transistors per bit of memory compared to DRAM
5. SRAM is more expensive than DRAM
6. Cheaper  DRAM is used in main memory while SRAM is commonly used in cache memory
· ROM: Read Only Memory, is non-volatile and is more like a permanent storage for information. It also stores the bootstrap loader program, to load and start the operating system when computer is turned on. PROM(Programmable ROM), EPROM(Erasable PROM) and EEPROM(Electrically Erasable PROM) are some commonly used ROMs.
Main Memory  Organization
Main memory can be considered to be organised as a matrix of bits. Each row represents a memory location, the number of bits in which is often the word size of the architecture, although it can be a word multiple (e.g. two words) or a partial word (e.g. half word). For simplicity we will assume that data within main memory can only be read or written a single row (memory location) at a time. For a 96-bit memory we could organise the memory as 12x8 bits, or 8x12 bits or, 6x16 bits, or even as 96x1 bits or 1x96 bits. Each row also has a natural number called its address which is used.
Organization refers to number of and width of memory words,  Example 1024 bit memory can organized as:
 1024 one-bit word
 512 two-bit words
 256 four-bit words
 128 eight-bit words
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Memory is made up of bits arranged in a two-dimensional grid.
Memory cells are etched onto a silicon wafer in an array of columns (bitlines) and rows (wordlines). The intersection of a bitline and wordline constitutes the address of the memory cell. Memory cells alone would be worthless without some way to get information in and out of them. So the memory cells have a whole support infrastructure of other specialized circuits. These circuits perform functions such as:
· Identifying each row and column (row address select and column address select)
· Keeping track of the refresh sequence (counter)
· Reading and restoring the signal from a cell (sense amplifier)
· Telling a cell whether it should take a charge or not (write enable)
Other functions of the memory controller include a series of tasks that include identifying the type, speed and amount of memory and checking for errors.
As the name implies, the main memory provides the main storage for a computer.
[image: ]The figure below shows a typical interface between the main memory and the CPU:
Two CPU registers are used to interface the CPU to the main memory. These are the memory address register (MAR) and the memory data register (MDR). The MDR is used to hold the data to be stored and/or retrieved in/from the memory location whose address is held in the MAR. 
The memory cell has three functional terminals which carries the electrical signal. 
1- The select terminal: It selects the cell. 
2- The data in terminal: It is used to input data as 0 or 1 and data out or sense terminal is used for the output of the cell's state. 
3- The control terminal: It controls the function i.e. it indicates read and write. 
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 MEMORY SYSTEM DESIGN USING ICs
The major steps in such memory designs are the following:

1. Based on speed and cost parameters, determining the type of
memory ICs (static or dynamic) to be used in the design.

2. It is generally better to select an IC with the largest capacity in order to reduce the number of ICs in the system.

3. Determining the number of ICs needed 
N = (total memory capacity)/( chip capacity).

4. Arranging the above N ICs in a P x Q matrix, where
 Q = (number of bits per word in memory system)/(number of bits per word
in the IC) and   P = N/Q.

5. Designing the decoding circuitry to select a unique word corresponding to each address.

 
The following examples illustrates the design:

EX: construct (64K x 16) memory using (16K x 1) memory chip:
64K = 216             16 address line ( A1………A16)
16K= 214              14  address line (A1………A14)

We need             64 K/16 K =    4 row  =P                      
We need           16/1=   16 column=Q
16-14=2  (A15   ,A16 ) we use them in a 2-  to-4 decoder to select rows:
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EX:  construct (4K x 4) memory using (1K x 4) memory chip.
4K/1K = 4 row =P           ,         4/4=1 column   =Q                                 
4K= 212     
1K= 210                  12-10=2   then we use   2-to-4   decoder
[image: ]
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Figure 7.1 A typical CPU and main memory interface
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b) Computer Software
Computer Hardware

General purpose computer as shown in figure blow contains four basic hardware blocks that are:

o arithmetic and logic unit (ALU), e input/output unit (IOU), and
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Figure (1): General purpose computer organization
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